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Abstract: The hearing-impaired people form an ample community with required needs that technologists have started to 

address. There is no device to date that can convert audio to sign language and sign language to audio in real-time. This 

problem can be handled using an interpreter system for speech to sign language to translate English speech to American 

Sign Language video in real time[2]. Similarly the sign language is translated to speech using a device with arduino board and 

flex sensors. Gestures made by the wearer are detected using sensors, and as per the pre-defined conditions for numerous values 

generated by sensors, corresponding messages were sent to the Android device using Global System for Mobile (GSM) [4], 

which will convert these text messages to speech. 
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I. INTRODUCTION 

 

The commercial market is still trying to reduce the gap 

between deaf and non-deaf communities and the main motive 

for developing this device is to help hearing impaired people to 

improve their quality of life via speech to sign and sign to 

speech translation. The Sphinx is manipulated as the 

recognition engine for the speech to sign language interpreter 

system (SSLIS) and for translation, signed English manual is 
employed as a manual parallel to English. Figure 1 gives the 

basic structure of SSLIS. Speech is taken as input through 

microphone and translated to text using some speech 

recognition engine. The recognized text will given as input to 

ASL database which will look matching on word basis. The 

database contains prerecorded video signs where every basic 

word has a video clip. If there is any match then the 

equivalent ASL translation is going to be displayed as per 

signed English manual, otherwise the word is going to be 

finger spelled. The final output contains the Recognized text 
as well as ASL translation. 

 

 
Fig. 1. SSILS Structure 
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II. SENSORS 

 

Figure 2 gives the flex sensors circuit diagram. Gestures 

are detected by these flex sensors. For this purpose the flex 

sensors are attached to the gloves of the hearing impaired 

person. The change of flex sensors in various angles gives 

corresponding resistance value. At first, the change in voltage 

according to the bend is measured and secondly this voltage is 

converted to current so that based on flex sensor movement, the 

current is also generated[6]. 

III. METHODOLOGY 

 

A. Automated Speech Recognition 

Automated speech recognition (ASR) is the process of 

converting audio signal to a textual message. A large 

vocabulary, speaker independent and continuous speech 

recognizer is used here. Fig 3 shows a large vocabulary 

continuous speech recognizer (LVCSR) structure[9]. 

 

 

 

 
Fig. 2. Flex Sensor Circuit Diagram 

 

 
Fig. 3. Simplified Structure of LVCSR 
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B. The Sphinx 3.5 

Sphinx [6]is a speech recognizer engine which was used for developing the SSLIS. It is a collection of tools and resources for 

building speech recognizers. 3.5 is the version. Latest versions can also be used. 

 

C. ASL in SSLIS demonstration 

The database of ASL contains 2600 prerecorded video clips each representing sign of each basic word of English vocabulary and 

single handed American manual alphabet. The word will be checked to find out whether it is a basic word. If it is a basic word then it 

will retrieve the prerecorded video clip from ASL. If the word is non basic then it will be gestured by applying it to American 

Manual alphabet database. The final output could be prerecorded videos and gestures. 

 

D. Arduino Uno 
Arduino Uno is a micro-controller board which has 14 digital pins. Source code is added to arduino uno using Arduino software (IDE) 

and it uploads the code to micro-controller. sensors, GSM module and LCD display are connected to micro- controller. All these 

components are connected to arduino using the pins as shown in fig 4. 

 

 
Fig. 4. Circuit Diagram of Sign to Speech Recognition 

 

E. GSM Module 

Values are sent to cloud via GSM. For controlling the SMS, 

data transfer and remote control we use Global System for 

Mobile. The values are plotted in thing speak cloud itself [12]. 

If the pulse sensor value exceeds certain condition then the 
message can be generated from hearing impaired person’s 

mobile device. Text to speech conversion can be done by 

developing an android application. The text message obtained 

and be out using a speaker. 

 

 

 

 

IV. GRAPHS 

 

A dictionary and language model are generated and then 

a text set following their context has been recorded and are 

applied to live pretend program. The parameter of interest was 
expected to be tuned and word error rate (WER) is calculated 

Turing parameters pertaining to pruning behavior 
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V. RESULTS 

 

The Sphinx is manipulated as the recognition engine for 

the speech to sign language interpreter system (SSLIS) and for 

translation, signed English manual is a manual parallel to 

English[9].Speech is taken as input through microphone and 

then translated to text through some speech recognition engine. 

The recognized text will given as input to ASL database which 

will look matching on word basis. The database contains 

prerecorded video signs where every basic word has a video 

clip. If there is any match then the equivalent ASL translation 

is going to be displayed as per signed English manual, 

otherwise the word is going to be finger spelled. The final 

output contains the Recognized text as well as ASL 

translation. 

 

 
Fig. 5. Log(Beam) vs Session Number 

 

 
Fig. 6. Log(Pbeam) vs Session Number 
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Fig. 7. Log (Wbeam) vs Session Number 

 

VI. CONCLUSION 

 

Association of various needs of hearing impaired people 

is done using flex sensors and predicted their needs using back 

propagation neural network. The input English speech is 

converted to equivalent sign video and the gestures made by the 

hearing impaired is converted to speech. The prediction can be 

made accurate by adjusting the weights in the neural network 

model. Along with real time conversion of speech to sign 

language and sign language to speech, prediction of hearing 

impaired persons can also be done using this model and future 
enhancements can be done if the person can evaluate the 

prediction if it is true or not. These results can be again used 

as input for training the neural networks for future 

predictions. 
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