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Abstract— Patters are in many types like audio/video, character/digit etc. Pattern recognition refers to the task of identifying 

the pattern in an expert manner. Different researchers have applied different Machine Learning (ML) and Deep Neural 

Network (DNN) techniques for pattern recognition in different domains. This research is targeted to develop an expert 

system for hand written digit recognition. In this research a pattern recognition model is presented by using hybrid 

technique of Convolutional Neural Network (CNN) with three different boosting classifiers. The model is tested with 

handwritten digit data set downloaded from MNIST and EMNIST. The classification process initiated by applying CNN, 

used for features extraction and then three standard gradient boosting classification algorithms named Ada-Boosting 

classifier (ABC), Extreme Gradient Boosting classifier (XGB) and Light Gradient Boosting Machine (LGBM) is applied for 

classification. The experimental result shows that the integrated method of CNN and LGBM produce best accuracy of 

99.51% and 99.7025% with MNIST and EMNIST dataset respectively. 
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I. INTRODUCTION 

 

The word “pattern” consists various types of the data’s 

like : audio files, video files, image files, character file, digit 

files, voice or speech files, handwritten characters file, 

handwritten digits file etc.. Pattern recognition is the process 

to recognize the pattern in an efficient way. Handwritten digit 

pattern recognition is relatively very ingesting topic in the 

research domain. The task is challenging due to the 
availability of rich patterns of digits in the dataset. 

Handwritten digit recognition is not an optical recognition 

system and the task is harder because the digit writing patterns 

are different from person to person. This causes requires an 

expert system for digit pattern recognition. Machine Learning 

(ML) and Deep Neural Network (DNN) are most effective and 

advisable methods for solving respective problems. 

Many of the researchers have performed their research 

work in the field of handwritten digit recognition with many of 

the datasets and they have achieved good recognition rate. 

Author [1-4] have used the application of traditional 

classification techniques like Dynamic Bayesian Network, 

Artificial Neural Network (ANN) etc. for prediction and 

recognition. As the same some of the author [5-8] used 

machine learning models and Convolutional neural network 

model like Support Vector Machine(SVM), K-Nearest 
Neighbors (KNN), Random Forest Classifier (RFC) and deep 

learning-based CNN classifiers for the handwritten digit 

recognition. Author [9] has proposed a robust classification 

model using CNN with 4 layers and compare with SVMand 

KNN with 99.1% of accuracy. Author [10-11] have used 

different gradient descent graphical processing based deep 

CNN for digit recognition with high accuracy. Some 
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authors[12-20] have proposed some integrated model for 
handwritten digit with the aim to earn better accuracy. 

Different Deep learning based DL4J model and integration of 

CNN and SVM is used for prediction. Author [21-24] have 

applied different Deep-CNN techniques and Evolutionary-

DNN based model for the classification of handwritten digit 

recognition with maximum of 99.66% of accuracy. 

 

The study of the literature inspired us to develop a hybrid 

model for classification and prediction of handwritten digit 

recognition. In this research a proposed hybrid model is 
proposed by combining deep learning networks with 

ensemble boosting classifier with the aim to earn higher 

accuracy. The hybrid model is developed by integrating 

Convolutional Neural Network with three different classifier 

named Ada Boosting classifier (ABC), XGBOOST classifier 

(XGB) and Light Gradient Boosting Machine (LGBM). In the 

proposed hybrid model named as CNN-ABC, CNN-XGB and 

CNN-LGBM, the CNN is applied for extracting feature and 

the other classifier applied for the classification [40,41,44]. 

 

II. PROPOSED ARCHITECURE 

 
The architecture and workflow of proposed model is shown in figure 1. 

 

 
Fig 1 Flow diagram of proposed hybrid model 

 

The proposed hybrid model is the combination of two 

major concepts, one is feature extraction and second is 

classification. The architecture of proposed model have 3 

steps to completely classify the samples, where firstly we 

collect the images samples and nonmaize it, then perform the 

feature extraction by using CNN and then classify the 

extracted features of the samples by boosting techniques like 

: ABC, XGB classifier and LGBM classifier. Also we 

compare the recognition accuracy of the all three proposed 

model. The architecture of proposed hybrid model is 

represented below-  
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III. DATA SET 
 

Handwritten digit dataset for recognition is collected 

from some of the well renowned data site. The data for the 

recognition will be image data that is downloaded and further 

used in hybrid model after preprocessing and reshaping. 

 

IV. DATA PREPROCESSING 

 

The preprocessing o includes the normalization and 

reshaping of data using predefined methods. The 

normalization includes the process of converting image to 

numerical values for calculation. In this process each pixel of 
the image is converted into 0 and 1. In addition reshaping of 

data is performed to enhance the image quality. Reshaping of 

data helps to improve the accuracy of recognition process. 

 

V. FEATURE EXTRACTION: 

 

Feature extraction is applied of extracting and 

enhancing the features from existing features. In this research 

work feature selection is aimed to advance the size of an 

image that will help to achieve to better accuracy rate while 

classification or prediction. In this research CNN has been 
used for extracting the feature of handwritten digit samples. 

 

A. Convolutional Neural Network (CNN) 
CNN is a basic architecture of deep learning era. When 

we perform the processing with multidimensional data like 

images and videos, it consumes less memory and time 

compare to an ANN. ANN is simply having one or two 

hidden layer, but CNN have multiple combination or multiple 

layers as hidden layer. CNN produce more and more refined 

result or accuracy for any type recognition compare to ANN 

results. Here Convolutional layer mainly used for feature 

extraction and dimensionality reduction. Convolutional neural 

networks also have multiple layers used to calculate the output 

for a given data set. 

 
 The standard architecture and properties of CNN 

 

 The working structure of CNN has multiple layers: 

 

 Input layer (with preprocessing) 

 Convolutional layer (with Activation function and Filters) 

 Pooling layer 

 Fully-connected layer 

 Output layer 

 

 

 
Fig 2 Convolutional Neural Network (CNN) Architecture 

 

From Figure 2, from left to right, each block represents the 
successive layer of Convolutional neural network. This figure 

represents the input layer, some Convolutional layer with filter 

and activation function, followed by pooling layer with dropout. 

At the end the output layer of CNN is presented that produce the 

optimal result. 

 

 Classification 

Classification is the process where the data is partitioned 

into training and testing samples for classification process to 

develop an expert predictive system. The inputs for the 

classification are received after feature extraction process. For 
the classification we have applied three different bosting 

classifiers with the expectation of better accuracy. The different 

bosting classifiers are depicted below [42,43]. 

 

 AdaBoosting Classifier (ABC):  

Ada-Boosting is the binary classifier, which gives good 

classification results. Ada-Boosting stands for adaptive 

boosting technique where strong classifiers are developed by 

integrating multiple weak classifiers for achieving good result. 
the working procedures of Ada-Boosting algorithm have some 

set of steps like: it first assigns the weight to all points of dataset, 

then gives it to the model and select the wrong classified points 

and then enhance the weight of that wrongly classified data 

points. These all steps are repeated till the end of data point of 

dataset. In each iteration, this model identifies wrong classified 

data points and increase in next step, so it takes more attention 

rather than previous iteration. That is the weakness of this 

algorithm. 

 

 XGBOOST Classifier (XGB): 
Extreme gradient boosting classifier is a supervised 

learning classifier largely used for object classification and 

regression. It can work with decision tree and can select the 

correct version of output. In this method all independent 

weighted variables are used to construct the decision tree for the 

prediction. The process will continue until the weight’s 

assignments are correctly. These different classifiers/estimators 

are then combined to create a more robust and accurate model. 
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 Light Gradient Boosting Machine (LGBM):  
LGBM is an advancement of gradient boosting algorithm 

by appending some automatic feature selection techniques. it 

main y gives the attention to boosting patterns with large 

gradients. due to extra functionality of this model, it improves 

the accuracy and efficient of model. That are the main reason 

behind LGBM classifier is mostly used with tabular format data 

for classification and regression problem rather than standard 

machine learning models. Light GBM reduces the memory 

usage at the time of decision tree generation compare to XGB 

classifier. 

 

 Experimental Work 
The simulation of the proposed hybrid models are done 

using python software of version 3.7 available on anaconda 

navigator (anaconda3) with Tensor flow and Keras backup 

environment [27].Proposed Hybrid CNN-ABC, CNN- XGB and 

CNN-LGBM model is applied in handwritten digit samples 

collected from famous and genuine dataset repository known as 
National Institute of Standards and Technology (NIST). 

 

 Data Set 

In this research, we have used two famous dataset known 

as Modified National Institute of Standards and Technology 

(MNIST)and Extended Modified National Institute of Standards 

and Technology (EMNIST)[25-26] for simulation of our model. 

The description of dataset is explained below. 

 

 Mnist Dataset 

MNIST dataset is a popular repository for handwritten 

digits recognition. In this research the dataset is downloaded 
from http://yann.lecun.com/exdb/mnist/. The MNIST dataset is 

a collection of 70000 samples that is divided into four files, 1st 

for 60000 image sample used as training images, 2nd for 60000 

labels of training samples, 3rd for 10000 image sample used as 

testing images and 4th for 10000 labels of testing samples. The 

MNIST dataset is represented in Figure 2that represents the total 

number of training and testing samples of digit 0- 9. 

 

 
Fig 3 MNIST Training and testing samples of each digit (0-9) Convolutional Neural Network (CNN) Architecture 

 

From the Figure 3, it is identified that there are the training 

samples 5923 and testing sample 980 available for digit zero, 

6742 for training and 1135 testing samples for digit one and it is 

so on up to digit 9. The shape and dimension of the training and 

testing data is in the form of 28*28 matrixes. Some of the 

training dataset image samples presented in Figure 4. 

 

 
Fig 4 MNIST Training and testing samples 
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 Emnist Dataset 
Another handwritten digit dataset known as EMNIST used for handwritten digit recognition. We have collected the EMNIST 

dataset from the website. https://www.itl.nist.gov/iaui/vip/cs_links/EMNIST/gzip.zip. In EMNIST dataset2,80,000 data samples are 

identified in which 2,40,000samples and 40,000 data samples are used for training and testing respectively. Total training and testing 

samples for digit 0 to 9 are represented in figure 5. 

 

 
Fig 5 EMNIST Training and testing samples of each digit (0-9) 

 

 Data Preprocessing 

Initially the shape and dimension of the training and testing data of both MNIST and EMNIST dataset is in the form of 28*28 

matrixes. The preprocessing of the dataset includes the process of normalizing and reshaping the data. After normalizing each image 

sample of training and testing dataset is converted into 0 to 1 presented in figure 6. 
 

The next step of this experimental work is to reshape training and testing sample in 28*28*1 matrices presented in figure 6 [28]. 

After reshaping new image samples are used for further processing and model building.  

 

 
Fig 6 Snapshot of training sample after normalizing 
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Fig 7 Snapshot of training sample after reshaping in 28*28*1 Matrices 

 

 Feature Extraction 

The feature extraction of pre-processed handwritten data is done using CNN. Feature extraction has performed by designing the 

custom CNN model with the pre-processed image samples. The custom CNN model with different parameters and layers highly 

useful and effective for feature extraction. The size of pre-processed image sample given to the custom CNN model is 28*28. The 

structure of custom CNN model contains 6 convolutional layer, 2 pooling layer with tuned parameters like kernel size, filters, batch 
normalization and stride. This process resizing the shape sample images for classification. After implementation of custom CNN 

model for feature extraction the outcome is the shape of each image is 3136 in size[29]. The outcome of the CNN implementation is 

presented in figure 8. 

 

 
Fig 8 CNN architecture for feature extraction 
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 Classification 
Classification of the handwritten digit dataset is done using three classifiers named ABC, XGB and LGBM. All these classifiers 

are implemented in python software with data received after feature extraction [30-32] [45]. The outcomes after classification using 

integrated models are explained below. 

 

CNN-ABC: The estimator value for integrated model of CNN-ABC is set as 100,150,200 and 300. The testing accuracy after 

program evaluation is presented in Table1. Figure 9 and Figure 10 represents accuracy of testing and confusion matrix respectively 

obtained through CNN-ABC integrated model. 

 

Table 1 Testing accuracy of the CNN-ABC model with MNIST and EMNIST 

 
 

 
Fig 9 Testing accuracy of the CNN-ABC model with MNIST and EMNIST 

 

 CNN-ABC with MNIST 

 

 
(A) CNN-ABC with MNIST 
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(B) CNN-ABC with EMNIST 

Fig 10 Confusion matrix of CNN-ABC model 

 
CNN-XGB: The estimator value for integrated model of CNN-XGB is set as 100,150,200 and 300. The testing accuracy after 

program evaluation is presented in Table2.Figure 11 and Figure 12 represents the accuracy of testing and confusion matrix obtained 

through CNN-XGB integrated model [33]. 

 

Table 2 Testing accuracy of the CNN- XGB model with MNIST and EMNIST 

 
 

 
Fig 11 Testing accuracy of the CNN-XGB model with MNIST and EMNIST 
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(C) CNN-XGB with MNIST 

 

 
(D) CNN-XGB with EMNIST 

Fig 12 Confusion matrix of CNN-ABC model 

 

CNN-LGBM:  The estimator value for integrated model of CNN-LGBM is set as 100,150,200 and 300. The testing accuracy 

after program evaluation is presented in Table 3. Figure 13 and Figure 14 represents the accuracy of testing and confusion matrix 

obtained through CNN-LGBM integrated model [34-37]. 

 

Table 3 Testing accuracy of the CNN- LGBM model with MNIST and EMNIST 
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Fig 13 Testing accuracy of the CNN-LGBM model with MNIST and EMNIST 

 

 
(E) CNN-LGBM with MNIST 

 

 
(F) CNN-LGBM with EMNIST 

Fig 14 Confusion matrix of CNN-LGBM model 
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VI. COMPARATIVE ANALYSIS 
 

The accuracies obtained through all three integrated techniques with different estimators are presented in table 4 and table 5 for 

MNIST and EMNIST dataset respectively. The comparative analysis of accuracies represents that the hybrid model of CNN-LGBM 

is the best classification model for both MNIST and EMNIST dataset with highest accuracy 99.51% and 99.7025% respectively. the 

comparative analysis is also represented graphically in figure 15 and figure 16. 

 

Table 4 Testing accuracy of the proposed hybrid model with MNIST 

 
 

Table 5 Testing accuracy of the proposed hybrid model with EMNIST 

 
 

 
Fig 15 Testing accuracy of the proposed hybrid model with MNIST 
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Fig 16 Testing accuracy of the proposed hybrid model with EMNIST 

 

VII. CONCLUSION 

 

In the area of pattern recognition, the handwritten pattern 

recognition domain are very much popular in between 

researches. In this paper we have also proposed CNN-ABC, 

CNN-XGB and CNN-LGBM based hybrid model for 

recognition of MNIST and EMNIST handwritten digit datasets. 

The hybrid model integrates the application of deep learning 
with gradient boosting approaches for best classification 

outcomes. In this proposed model the handwritten digit 

recognition process is initiated by applying custom CNN 

technique for feature extraction and then gradient boosting 

classifiers are applied for classification. In the experimental 

analysis we have identified that the best accuracy of 99.51% and 

99.7025% is achieved in classification for MNIST and EMNIST 

data by using CNN-LGBM hybrid model. 
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