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Abstract: In current years, Air pollution has emerged as a significant environmental concern. Accuracy modeling the 

complex relationships between air quality variables using advanced machine learning techniques is a promising area of 

research. The study aims to evaluate and compare the performance of supervised machine learning methods including 

Support Vector Regressor (SVR), Random Forest (RF), XGBoost, LightGBM for the prediction of air quality index. For the 

research, we collect a dataset from Kaggle. To assess the model performance, metrices such as root-mean-square-error 

(RMSE), Mean Absolute Error (MAE) and coefficient of determination (R2) were used. Experimental result showed how 

LightGBM model outperformed the others in AQI prediction (RMSE = 1.4704, R2 = 0.9987 and MAE = 0.1824). 

Furthermore, all models were evaluated using these metrices, offering a clear comparison that highlighted the factors 

contributing to the improved accuracy. 
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I. INTRODUCTION 

 

Air pollution took huge amount of lives every year, 

report from WHO. It has also contributed to environmental 

issues such as acid rain, global warming, aerosol build-up and 

the formation of photo-chemical smog. 

 

In earlier times, fossils fuels such as coal and petroleum 

were predominantly relied upon as the primary sources of 

energy. These fossil fuels were consumed extensively for 

various purposes without much regulation. However, the 

unchecked use of these fuels led to significant air pollution, 

posing serious health hazards to humans. The combustion 

fossil fuels release harmful gases like nitrogen oxides, carbon 

dioxides, sulfur dioxide and others, which have been 

increasing steadily. This contributes to acid rain and 

intensifies the greenhouse effect in impacted areas. In 

villages, the burning of materials like cow dung and dry 

leaves as fuel also deteriorates air quality. Additionally, 

burning waste in the name of cleanliness further escalates air 

pollution levels. Urban vehicles are another major contributor 

to this issue. Consequently, the full adoption of electric 

vehicles in India has yet to be realized. The excessive 

pollution and declining air quality have affected people 

across the country in various ways. For instance, in December 

2017, Delhi was temporarily shut down due to severe air 

pollution. The worsening air quality makes managing 

pollution more challenging. The AQI is a standard used to 

determine how clean or polluted the air is. This index 

evaluates air pollution levels based on various pollutants. 

According to the United States Environmental Protection 

Agency, the AQI is divided into six categories, ranging from 

‘good’ to ‘hazardous’. The method for calculating the AQI 

score involves a specific mathematical formula. 
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The Environmental Protection Agency (EPA) monitors 

well-known criteria pollutants, including carbon monoxide 

(CO), particulates matter (PM10 and PM2.5) and ground-

level ozone (O3). The Air Quality Index (AQI) is calculated 

based on the concentrations of these pollutants and serves as 

an indicator of how clean or polluted the air is at a given time. 

A rising AQI value generally signals worsening air quality, 

which can pose health concerns. 

 

As given in Fig. 1, An AQI score between 0 and 50 falls 

under level one, indicating good air quality with minimal 

pollution. Level Two covers scores from 51 to 100, where the 

air quality is satisfactory. For level three, the AQI range is 

101 to 200, which signifies moderate pollution levels. Level 

four corresponds to scores between 201 and 300, reflecting 

poor air quality. When the AQI ranges from 301 to 400, it is 

classified as very poor. Finally, an AQI score between 401 

and 500 denotes a severe level of air pollution in the area 

[1,2]. 

 

Table 1 AQI Pollution for Different Categories 

 
 

Artificial Intelligence-based AQI prediction models are 

generally divided into two categories: regression models and 

time-series models. [3,24]. 

 

This study aims to comparison of supervised Machine 

learning classifier models for pred, using some most powerful 

existing machine learning (ML) approaches, Light Gradient-

Boosting Machine (LightGBM), Random Forest, Support 

vector Regressor (SVR) and Extreme Gradient Boosting 

(XGBoost). 

 

II. LITERATURE REVIEW 

 

In 2011, Anikender Kumar and Pramila Goyal 

Conducted a study that predicted daily AQI levels in Delhi, 

India, Utilizing historical AQI data and weather parameters 

through principal component regression and multiple linear 

regression analysis. They forecasted daily AQI levels for 

2006 using historical data from 2000 to 2005 and various 

statistical models. They then compared the predicted AQI 

values for 2006 with the actual observed values for different 

seasons, namely summer, monsoon, post-monsoon, and 

winter, based on the multiple linear regression model. 

Principle component analysis is utilized to identify 

multicollinearity among independent variables. By using 

principal components in multiple linear regression, we 

addressed collinearity issues among the predictors and 

reduced the number of variables in the model. The results 

showed that principal component regression performed better 

in predicting AQI during winter than in other seasons. 

However, the study’s predictive model was limited to 

meteorological factors and did not consider the potential 

health effects of ambient air pollutants. 

 

Huixiang Liu (et al.2019) selected two cities, Beijing 

and an Italian city, for a comparative study. They used two 

distinct datasets to forecast the air quality index in Beijing 

and predict NOx concentrations in the Italian city. The 

Beijing dataset, spanning from December 2013 to August 

2018, comprised 1738 instances and was sourced from the 

Beijing Municipal Environment Center. This dataset included 

hourly averages of AQI and pollutant concentrations, such as 

PM2.5, O3, SO2, PM10, and NO2. A separate dataset from 

an Italian city, covering March 2004 to February 2005, 

included 9358 hourly data points on CO, non-methane 

hydrocarbons, benzene, NOx, and NO2.With a focus on NOx 

prediction due to its importance in air quality assessment, the 

study applied SVR and RFR techniques to predict AQI and 

NOx levels. The results showed SVR excelled in AQI 

prediction, while RFR performed better for NOx. In related 

work, Yyang et al. designed a mobile AQI monitoring system 

using a neural network-based Gaussian plume model at 2018. 

 

Nearest neighbor classification is a technique where an 

unclassified sample is assigned to the class of its nearest 

neighbor among a set of pre-classified points. Hastie and 

Tibshirani’s Discriminant Adaptive Nearest neighbor 

(DANN) method adapts to local data structures by estimating 

a subspace for dimensionality reduction. This approach 

enables the use of customized distance measures for different 

classification problems, making it a versatile and effective 

method. 

 

Y Yang et al. introduced ImageSensingNet, a vision-

based aerial – ground sensing system that leverages UAV-

captured images for AQI monitoring and forecasting, in 2019. 

In 2018, Y Yang et al. presented an aerial-ground Wireless 

Sensor network (WSN) for real time PM2.5 monitoring in 
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urban areas using UAVs. Z Zheng et al. developed a 3D real-

time AQI monitoring system in 2017, Utilizing an Adaptive 

Gaussian Plume Model (AGPM) with UAVs. Z hu et al. 

proposed a real-time, fine-grained, and power-efficient air 

quality sensing system for smart cities in 2019, integrating 

ground and aerial sensing data to enhance data accuracy. In 

2011, a study compared the performance of model-based and 

artificial neural network approaches for forecasting future 

values using various datasets. Neural networks can be 

difficult to work with due to their intricate nature, and they 

often struggle to adapt to real-time data changes over short 

periods, as evident from the literature review. In response, 

leaving et al. introduced a novel approach called Timeless 

Competition, which enables efficient study of multi-point 

replenishment problems. Jie Deng et al. (2020) introduced a 

stochastic model that optimized ordering, holding, lost sales, 

and transportation costs for joint replenishment and 

distribution problems, analyzing the impact of stochastic 

factors on total cost. The same team presented a novel 

algorithm, Bare Bones Differential Evolutionary Algorithm, 

to mitigate uncertainty in joint replenishment problems. 

Additionally, they explored optimal ordering strategies for 

stakeholders utilizing RFID technology. Meanwhile, a study 

in Thailand by John Joseph (2019) proposed a unified 

approach combining IoT and data analytics to predict 

particulate matter pollution. The same author used support 

vector regression to predict future PM2.5 concentrations 

based on weather data. Another project implemented a 

weather monitoring system using IoT applications in 

environmental monitoring highlighted various subdomains 

and research challenges. 

 

The XGBoost algorithm was employed in 2018 for 

forecasting hourly PM2.5 concentrations in Tianjin’s air 

quality monitoring data. Its performance was evaluated using 

three major forecasting metrices, and the results showed 

strong predictive capabilities. When compared to other 

models like random forest, multiple linear regression, 

decision tree regression, and support vector machines, 

XGBoost demonstrated superior performance in predicting 

PM2.5 levels. [4-7,25-28]. 

 

III. METHODOLOGY 

 

 This Project can Work on any Operating System, Ranging 

from Windows to Ubuntu. its Requirements are: 

 

 Programming Language: Python 

 Software: Jupiter Notebook or Google Collab (hosted  

version of Jupiter Notebook) 

 

 Data Preprocessing: 

Pre-processing transforms raw input into a structured 

format which is best for model training. It handles cleaning, 

missing values, normalization, outlier removal etc. 

 

 Feature Selection: 

The various pollutant indices PM10, PM2.5, CO and O3 

are used for measuring air quality index in India. [8,9]. 

 

 The Algorithm below Shows the Basic Implementation of  

the Program: 

 

 Algorithm: 

 

 Algorithm Steps 

 

 Dataset Preparation: 

 

 First, we collect data from open source. 

 Clean and process the dataset using python libraries. 

 Get relevant features and split the dataset into training 

(80%) and testing (20%). 

 

 Model Selection: 

 

 Now we train the dataset using different supervised 

machine learning models 

 LightGBM 

 XGBoost 

 Random Forest 

 SVR. 

 

 Hyper Tuning the Model: 

 

 Use optimization techniques such as grid search to fine-

tune model parameters for better predictive performance. 

 

 Train the Model: 

 

 Train the model and test it on the test dataset. 

 

 Predict and Analyze; 

 

 Generate predictions for the test set and evaluate model 

performance. 

 

In below we discussed about those models: 

 

 Support Vector Regressor (SVR): 

Support Vector Regression (SVR) is an extension of 

Support Vector Machines (SVM) adapted for regression 

tasks. Unlike classification SVM that aims to find the optimal 

hyperplane to separate classes, SVR seeks to find a function 

that best predicts continuous output values for given input 

data while maintaining a flat hyperplane with minimal 

complexity. 

 

An approximate relationship between input and output 

variables is defined as function which operate SVR. It doesn’t 

affect the margin of tolerance for error. The optimization 

process involves minimizing the norm of the coefficients 

while allowing for some errors outside the 𝜀-insensitive zone. 

The structural risk minimization is a principal which aims to 

balance model complexity and training error. SRM principle 

underlies SVR. Overfitting is a common problem in 

traditional regression approaches that use empirical risk 

management. SRM helps prevent overfitting. 

 

SVR is nonparametric technique. It uses kernel 

functions to map input data into higher dimensional feature 
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spaces, making it possible to model complex, nonlinear 

relationships. Linear Kernel, Polynomial Kernal, Radial 

Basis Function Kernel, Sigmoid Kernal are the common 

Kernels [10,11]. 

 

 
Fig 1 Linearly Separable Problem 

 

The core principle of SVR is based on the ε-insensitive 

loss function, which creates a margin of tolerance where no 

penalty is imposed on prediction errors. The mathematical 

formulation begins with finding a linear function: 

 

 
 

The optimization problem aims to minimize: 

 

 
 

Subject to the constraints: 

 

 
 

 
 

SVR demonstrates excellent robustness to outliers and 

noise due to its ε-insensitive loss function. The algorithm 

focuses only on support vectors (data points outside the ε-

tube), making it less sensitive to the majority of training data 

points. 

Unlike many regression methods, SVR produces sparse 

solutions where only support vectors contribute to the final 

model, leading to more interpretable and computationally 

efficient predictions. 

 

 Light Gradient-Boosting Machine (LightGBM): 

LightGBM is a gradient boosting framework developed 

by Microsoft. It mainly uses tree-based learning algorithms 

which is optimized for distributed and efficient training. With 

high accuracy and unbelievable speed, it shows a significant 

improvement in the area of gradient boosting algorithmic 

techniques. LightGBM selects training data by keeping all 

samples that have large gradient values. This method bundles 

mutually exclusive features to reduce the number of features 

without losing information. It can be 4-10 times faster than 

traditional gradient boosting implementations, especially on 

large databases. 

 

Given a labeled dataset X, LightGBM aims to 

approximate an unknown target function f*(x) by minimizing 

the expected value of a loss function L(y, f(x)). The optimal 

solution is: 

 

 
 

LightGBM constructs its predictive model as an 

ensemble of T regression trees. The cumulative prediction 

after T iterations is represented as: 

 

 
 

Each individual regression tree is defined by a structure 

q(x), which assigns each input to a specific leaf and a set of 

leaf weights w. the number of leaves in a tree is denoted by J. 

 

At each boosting iteration t, LightGBM updates the 

models by adding a new tree ft(x) to minimize the loss over 

all training samples: 

 

 
 

To efficiently optimize this objective, LightGBM 

applies a second-order Taylor expansion of the loss function 

around the current prediction, omitting constant terms: 

 

 
 

Where gi and hi are the first and second derivatives 

(gradient and Hessian) of the loss with respect to the model's 

prediction for sample i. 

 

Grouping samples by their assigned leaf j, the objective 

becomes, 
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The optimal value for each leaf weight w*j is derived by 

minimizing the above expression: 

 

 
 

The corresponding minimized value of the objective, 

which serves as a measure of tree quality, is: 

 

 
 

Γ∗
T can be thought of as a score function structure q that 

measures the quality of the regression tree. 

 

Finally, the objective function can be expressed as: 

 

 
 

Where IL and IR are the sample sets that fall into left and 

right branches, respectively. 

 

Unlike traditional gradient boosting methods (such as 

XGBoost), which expand trees level by level (horizontal or 

depth-wise growth), LightGBM grows trees by repeatedly 

splitting the leaf with the highest potential loss reduction 

(vertical or leaf-wise growth). This approach allows 

LightGBM to achieve greater accuracy with fewer splits but 

can also increase the risk of overfitting if not properly 

regularized [12,21-23]. 

 

 Random Forest 

Random Forest is a machine learning technique that 

construct an ensemble of decision trees and in widely applied 

to both classification and regression problems in this 

approach, each tree is trained using a randomly sampled 

portion of the dataset and at each node, a random selection of 

features is evaluated for splitting. For regression tasks, the 

final output is computed by averaging the prediction from all 

trees, whereas for classification, the most frequent class 

predicted by the tress is chosen as the final result. 

 

The algorithm employs Classification and Regression 

Trees (CARTs), with each tree built using randomly sampled 

data and feature subsets. Two key parameters govern the 

model’s performance, and the number of features (NF) 

randomly chosen at each split. Adding more trees typically 

enhances the model’s accuracy and stability but comes at the 

cost of higher computational demand. The number of features 

per split is often set using the rule: 𝑁𝐹 =  √𝑀, where M is 

the total number of input features. 

 

Random Forest can be implemented to both 

classification and regression tasks, depending on whether the 

trees are built for classification or regression trees. The 

structure of regression model is shown in Figure 3. If the 

model consists T regression trees (learners), the final 

prediction is obtained by averaging the outputs from all these 

trees. 

 

 
 

 
 

Therefore, the prediction of the RF is the average of the 

predicted values of all the trees [13-15]. 

 

 
Fig 2 The Schematic Representation of Random Forest 

Regression (RFR) model [16]. 

 

 Extreme Gradient-Boosting Algorithm (XGBoost): 

Boost is an effective technique for constructing 

supervised regression models. Chen and Guestrin took the 

XGBoost algorithm in front of everyone, which builds upon 

the Gradient Boosted Decision Trees (GBDT). It gained 

significantly popularity due to its consistently delivering 

results in various Kaggle machine learning challenges. 

Unlike traditional GBDT models, XGBoost includes a 

regularization term in its objective function, which help 

minimize the risk of overfitting. The main objective function 

is described as follows: 
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Regularization term R(fk) written as, 

 

 
 

 
[17,29-34]. 

 

IV. RESULT 

 

To find the accuracy of these models, performance 

evaluation metrics are used. In our paper we include MAE, 

R2-score, and RMSE. These metrics provide valuable 

information about different facets of a machine learning 

model's performance: 

 

 MAE measures the average size of prediction errors, 

providing a straightforward indication of how accurate the 

model is. A smaller MAE value reflects better model 

performance. 

 R² indicates how much of the variation in the dependent 

variable is accounted for by the model. Values 

approaching 1 suggest the model has strong explanatory 

capability. 

 RMSE assesses the standard deviation of prediction 

errors, with lower values signifying a closer match 

between the predicted and actual outcomes. 

 

The formula of RMSE and MAE are as follows: 

 

 
 

Where: 

 

 n is instances count 

 Ei is the estimated values. 

  𝐴𝑖 is the actual value. 

 

The lower value of these two metrics corresponds to a 

better prediction [18-20,35-36]. 

 

Table 2 Evaluation Metrices for all Research Models 

Performance RMSE MAE R2 Score 

LightGBM 1.4704 0.1824 0.9987 

Random Forest 2.5527 1.2711 0.9960 

Support Vector Regressor 0.5233 0.2790 0.7012 

XGBoost 5.4680 0.5356 0.9819 

 

As per Fig 4, we can see that LightGBM is the best 

model for predicting AQI. SVR has a lower RMSE value than 

LightGBM but the difference of r-squared is huge. That’s 

why LightGBM is the most accurate model. 

 

V. CONCLUSION 

 

This research presents an effective model for predicting 

the Air Quality Index (AQI) using a publicly available dataset 

from Kaggle. A series of preprocessing steps— outlier 

detection, feature selection and handling of missing values—

were applied to the input data for increasing its quality. Four 

prominent supervised machine learning models—

LightGBM, Support Vector Regressor (SVR), Random 

Forest and XGBoost—were implemented and fine-tuned to 

develop accurate predictive models. Each model was 

examined by the standard regression performance metrics: 

RMSE, MAE, and R² score. Among the tested models, 

LightGBM predict with the best accuracy, achieving the best 

balance between low error and strong model fit. While SVR 

had a slightly lower RMSE, its significantly lower R² score 

indicated limited ability to capture the underlying data 

variance, making LightGBM the superior choice overall. This 

study confirms that ensemble methods, particularly gradient 

boosting approaches like LightGBM, are highly effective for 

AQI prediction tasks. The outcomes of this research can 

support quality of air and inform policy measures for 

environmental management. 
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